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Rough Sets

� The theory of rough sets founded in early 80-ties 
by Prof. Pawlak provides the means for handling 
incompleteness and uncertainty in large data sets

� In the process of knowledge discovery, one can
search for decision reducts, which are irreducible 
subsets of attributes determining decision values

� Dependencies in data can be expressed in terms
of, e.g., discernibility or rough set approximations

� There are also rough-set-inspired computational 
models, such as rough clustering, rough SQL etc.



Different Approaches to Attribute Reduction

� Algorithms & Structures:
� Greedy methods, randomized methods, 

MapReduce methods, attribute clusters
� Discernibility matrices, data sorting, 

hashing, distributing, SQL-based scripts

� Reduction Constraints:
� Keep (almost) the same appro-

ximations of decision classes
� Discern between (almost) all pairs of 

objects with different decision values
� Keep at (almost) the same level

a value of some quality function

� Optimization Goals:
� Find minimal reduct(s)
� Find reducts, which induce

minimum amount of rules
� Find ensembles of reducts, 

which work well together



� Thousands of genes-attributes to analyze
� Number of experiments-objects quite low
� Simple knowledge representation needed

The Case Study of Gene Expression Data



� Consider an arbitrary vector of cuts over the 
domains of attributes b∈B:

� We say that cutB discerns objects x,y∈U, if 
there is at least one b∈B such that: 

� Define Ind(d/cutB) =
|{(x,y): d(x)≠d(y) & cutB doesn’t discern x,y}|

Discernibility & Discretization



Fuzzy Discernibility & Discretization

� Consider the following modification
of Ind(d/B) for numeric attributes B:

� The above measure equals to:

where
� An analogous relationship can be obtained

also for a numeric decision attribute d



� Fuzzy-rough attribute reduction criteria can 
be utilized to efficiently search for subsets 
of attributes, which would keep information 
about decision after their discretization.

� Crisp discernibility functions for discretized 
attributes can be utilized to speed up the 
process of fuzzy-rough attribute reduction 
(e.g. via Monte Carlo generation of cuts...)

Lessons to be Learnt



a b c d

u1 3 7 3 0

u2 2 1 0 1

u3 4 0 6 1

u4 0 5 1 2

a* b* c* d*

(u1,u1) 1+ 1+ 1+ 0

(u1,u2) 1– 1– 1– 1

(u1,u3) 1+ 1– 1+ 1

(u1,u4) 1– 1– 1– 2

(u2,u1) 2+ 2+ 2+ 0

(u2,u2) 2+ 2+ 2+ 1

(u2,u3) 2+ 2– 2+ 1

(u2,u4) 2– 2+ 2+ 2

(u3,u1) 3– 3+ 3– 0

(u3,u2) 3– 3+ 3– 1

(u3,u3) 3+ 3+ 3+ 1

(u3,u4) 3– 3+ 3– 2

(u4,u1) 4+ 4+ 4+ 0

(u4,u2) 4+ 4– 4– 1

(u4,u3) 4+ 4– 4+ 1

(u4,u4) 4+ 4+ 4+ 2

IF a≥3 AND b≥7 THEN d=0
IF a≥3 AND b<7 THEN d=1
IF a≥2 AND b<1 THEN d=1
IF a<2 AND b≥1 THEN d=2
IF a≥4 AND b≥0 THEN d=1
IF a≥0 AND b<5 THEN d=1

POS(a*,b*) = POS(a*,b*,c*)

POS(a*) ⊂⊂⊂⊂ POS(a*,b*,c*)

POS(b*) ⊂⊂⊂⊂ POS(a*,b*,c*)



CLUSTERS OF 
ATTRIBUTES

REDUCTS WITH 
CLUSTER REP-
RESENTATIVES

Grużdź, Ihnatowicz, 
Ślęzak: Interactive 
gene clustering – a 
case study of breast 
cancer microarray 
data. Inf. Systems 
Frontiers 8 (2006).

How about Attribute Granules?

Abeel et al: Robust Biomarker Identification for Cancer Diagnosis with 
Ensemble Feature Selection Methods. Bioinformatics 26(3) (2010).

Andrzej Janusz, Dominik Ślęzak: Rough Set Methods for Attribute 
Clustering and Selection. Applied Artificial Intelligence. [Accepted.]



Clusters of Replaceable Attributes (1)



Clusters of Replaceable Attributes (2)



Computation of Reducts using Clusters



Rough Sets

� The theory of rough sets founded in early 80-ties 
by Prof. Pawlak provides the means for handling 
incompleteness and uncertainty in large data sets

� In the process of knowledge discovery, one can
search for decision reducts, which are irreducible 
subsets of attributes determining decision values

� Dependencies in data can be expressed in terms
of, e.g., discernibility or rough set approximations

� There are also rough-set-inspired computational 
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Rough Computing over Granulated Data

� Decompose the available data onto granules
� Fast and dynamic decomposition methods are required

� Create statistical snapshots for each granule
� Snapshots should be small but also informative enough

� Do approximate computations on snapshots
� It requires redesigning standard computational methods

� When necessary, go down to data granules
� Accessing granules should be minimized and optimized



Infobright.com & Infobright.org
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Exact Level



SELECT MAX(A) FROM T WHERE B > 15;

E E

I ⇔⇔⇔⇔
X ≥≥≥≥ 22

I ⇔⇔⇔⇔
X ≥≥≥≥ 22

B > 15 B > 15, A ≥≥≥≥ 18 B > 15, A ≥≥≥≥ XT (∼∼∼∼350K rows)

� I: Irrelevant Granules
(Negative Region)

� S: Suspect Granules
(Boundary Region)

� R: Relevant Granules
(Positive Region)

� E: Exact Computation
(necessary, if the final
query result cannot be 
obtained only from the 
statistical snapshots)



SELECT MAX(A) FROM T WHERE B > 15;

E E

I ⇔⇔⇔⇔
X ≥≥≥≥ 22

I ⇔⇔⇔⇔
X ≥≥≥≥ 22

B > 15 B > 15, A ≥≥≥≥ 18 B > 15, A ≥≥≥≥ XT (∼∼∼∼350K rows)



Data Granulation Parameters (Examples)

S{l}

Q{a,b}

R16K

(R)esolution

(Q)uality

(S)ource

standard 
data flow



Architecture with Data Granulation

RQS parameters



Rough Set Interpretation

� Packs of rows can be treated
as indiscernibility classes

� Operators such as RQS can be                                   
treated as conditional attributes

� Snapshots can be compared to                            
generalized decision functions

� The task is to adjust conditional attributes, so the 
resulting generalized decisions are good enough
to approximate the concepts we are interested in

Classical Theory
of Rough Sets
Let A=(U,A∪{d})     
be a decision table.
Indiscernibility class
[u]B is defined as:
{x∈U: ∀a∈B a(u)=a(x)}
Generalized decision
function is defined as 
∂([u]B) = {d(x): x∈[u]B}

POSB(X) = { u∈U : ∂([u]B) ⊆ X }
NEGB(X) = { u∈U : ∂([u]B) ∩ X = ∅ }



Rough Set Interpretation (continued)

� Statistical snapshots of 
indiscernibility classes
are used to approximate
concepts related to the 
SQL statement execution

� Approximated concepts
can be totally different in 
case of each statement

� Approximated concepts
can dynamically evolve
during the SQL execution
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Exact Level
SELECT COUNT(*) 

FROM TABLE WHERE 

Outlook = x;

1. Take the rough attribute    

of Outlook

2. Filter out fully irrelevant 

data packs

3. Utilize rough values of fully 

relevant packs to compute 

the partial result

4. Decompress packs, which 

were not fully (ir)relevant

5. Compute the final result

0

1

?
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Exact Level
SELECT COUNT(*) 

FROM TABLE WHERE 

αααα(Outlook, Temp.) = x;

1. Take the rough attribute of 

α(Outlook, Temp.)

2. Filter out fully irrelevant 

data packs

3. Utilize rough values of fully 

relevant packs to compute 

the partial result

4. Decompress packs, which 

were not fully (ir)relevant

5. Compute the final result

αααα
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Exact Level
SELECT COUNT(*) 

FROM TABLE WHERE 

αααα(Outlook, Temp.) = x;

1. Compute rough attribute   

of α(Outlook, Temp.)

2. Filter out fully irrelevant 

virtual data packs of α
3. Utilize rough values of fully 

relevant virtual packs to 

compute the partial result

4. Create packs of α, which 

were not fully (ir)relevant 

5. Compute the final result

αααα

rough value

rough value

rough value

αααα

0

1

?



Toward Approximate SQL



Computing with Rough Approximations

Min Max Total Count

20070214 20070215 - 65237

200-249 250-299 300-349

1 0 1

SQL QUERY
EXECUTION 

PROCESSOR

FUTURE 
METHODS 

???

FUTURE 
METHODS

????

Data API Rough API
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�Rough set methods are very simple: they operate
with three basic notions: rough set approximation, 
attribute reduction and (in)discernibility of objects

�Rough set methods are very powerful: one can
modify the above three notions with only minor 
changes with respect to algorithmic framework

�Rough set principles can be utilized in many areas
of mainstream research and applications, such as, 
e.g., database solutions and machine learning

Conclusions
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